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Figure 1. a) 3D printed artifacts, including different types of tangible beads, bases and constraints. b) Co-author Ebrima Jarjue interacting with one of 
the artifacts in the co-design session. c) First prototype of Sparsha, the web layout is rendered based on the placement of the beads d) System diagram. 

ABSTRACT 
In this poster, we explore the potential of using a tangible user 
interface (TUI) to enable blind and visually impaired (BVI) 
developers to design web layouts without assistance. We con-
ducted a semi-structured interview and a co-design session 
with a blind participant to elicit insights that guided the design 
of a TUI prototype named Sparsha. Our initial prototype con-
tains 3D printed tactile beads that represent HTML elements, 
and a 3D printed base that represents the web page layout. 
BVI users can add an HTML element to the layout by placing 
tactile beads on top of the base. The base senses the type 
and location of the beads and renders the HTML element in 
the corresponding location on the client browser. The poster 
concludes with a discussion and enumerates future work. 

Author Keywords 
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tools 

CCS Concepts 
•Human-centered computing → Human computer inter-
action (HCI); Accessibility systems and tools; 

INTRODUCTION 
The on-going democratization of assistive technologies is im-
proving the quality of life for millions of people who identify 
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as blind or visually impaired (BVI) [18]. Devices like screen 
readers, tactile printers, and braille displays have also led 
to new employment opportunities for BVI people [2, 4, 6]. 
Accessible programming tools such as CodeTalk [13] and 
StructJumper [3] make it possible for BVI developers to write 
code to express logic and algorithms. As a result, the number 
of blind programmers has been steadily rising in the last few 
years [14, 15]. Although BVI developers are now able to write 
code, they still lack accessible ways to define the visual lay-
outs, for instance, the layout of an HTML webpage. Lacking 
direct feedback about the size and the position of elements, 
BVI developers can only write code to specify what content 
they create, but do not understand where to put them and how 
they look. 

Recent works in this space [10, 12] address the editing of exist-
ing visual layout templates but do not support the creation of 
new layouts. While addressing similar problems, our approach 
is unique in that it enables BVI developers to create a visual 
layout from scratch while using their hands to physically ma-
nipulate the contents of the layout and without the assistance 
from sighted associates. We are inspired by ability-based de-
sign [19], an approach that advocates shifting the focus of 
accessible design from disability to ability. Designers should 
strive to leverage all that their target audience can do [19]. Pre-
vious studies have revealed that BVI people have higher tactile 
acuity than sighted people [5] and use their sense of touch to 
“navigate and negotiate the world” [19]. Hence, we see value 
in a tool that can support this tactile perceptual ability by using 
a Tangible User Interface (TUI) [7]. 

Employing a user-centered research method, we started with a 
semi-structured interview to understand the challenges BVI 
people face as well as potential solutions that they have ex-
plored (if any). Based on the interview, we prepared a list of 
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low-fidelity physical probes and artifacts that can potentially 
help BVI developers in layout creation. These physical probes 
were then used in a co-design session with the BVI participant. 
The behavioral evidence collected from the workshop, as well 
as the interview with the user guided the design of our initial 
prototype Sparsha. Below we will introduce each of the re-
search activities, the main features of Sparsha, and conclude 
with a list of future research activities. 

FORMATIVE STUDY 
Co-author Ebrima Jarjue, a blind graduate student who is also 
a researcher in the field of Accessibility, was the participant 
for the interview as well as the co-design session [17]. We 
conducted an hour-long, semi-structured interview [1] with 
him to find out how he interacts with websites and about his 
prior experience with designing or creating any visual layouts 
like websites or slide decks. We used an interview guide with 
open-ended questions [1] to get more descriptive answers. 

DESIGN CRITERIA 
Based on the insights gained from the interview, we came 
up with the following design criteria for the tangible layout 
design tool. 

1. The tool should allow users to specify a location on the 
screen where they want to add the required HTML element. 

2. BVI users have no way of knowing how their actions trans-
late visually on the screen. Hence tactile representations of 
the web page layout and HTML elements will allow BVI 
users to use their fingers to add HTML elements as well as 
to locate and modify elements that have already been added. 

3. Users need to be able to add different kinds of HTML el-
ements on the TUI. The type, location, and size of the 
elements placed on the tactile surface need to be translated 
onto the screen accurately. 

4. Users need to be given feedback that the action was com-
pleted successfully. 

CO-DESIGN 
Based on the interview and the distilled design criteria, we 
generated three types of haptic beads, two types of constraints 
for the beads, and three types of bases as design artifacts 
(Figure1a). These artifacts vary in size, shape, and fidelity 
in terms of tangible feedback. We presented all artifacts at 
the co-design [17] session with Ebrima to understand how 
they may help BVI developers to create a visual layout. We 
let him get a feel for them one by one, followed by a side 
by side comparison. He was encouraged to think aloud [8, 
11] throughout the session and to discuss the pros and cons of 
each artifact design and also suggest design improvements that 
would make the solution more effective. He was also asked 
to perform tasks such as finding a specified location on the 
base by feeling the tactile surfaces, and placing four beads in a 
rectangular shape on it at a specified location (Figure1c). The 
behavioral evidence was collected and observed [9]. 

Based on the co-design session, we decide that our prototype 
of Sparsha will consists of a pole base that represents the 

web page. Sets of four cuboid-shaped haptic beads represent 
rectangular HTML elements. The beads would be constrained 
by a telescopic constraint mechanism to allow for resizing. 
The beads would also have haptic shapes on the top in order to 
differentiate the different types of beads to represent different 
HTML elements. 

SPARSHA: A TANGIBLE LAYOUT DESIGN TOOL 
We now introduce Sparsha, our initial prototype to support 
tangible layout design. The major components of Sparsha 
includes a tactile base that represents the screen real estate, 
a set of tactile beads acting as HTML elements of different 
types, and a web application gets inputs from the hardware 
and renders the HTML layout accordingly (Figure1c). We 
chose to go with a 12 column CSS Grid implementation for 
the layout design since that is one of the most commonly used 
and is the most flexible for accommodating different kinds of 
layouts. 

The system diagram is shown in Figure 1d. When a BVI user 
places four beads of a particular content type on the board, say 
of image type, the location and type of the beads are sensed 
by its Arduino-based sensing circuit. The beads would be in 
the shape of a rectangle to represent the rectangular shape 
of HTML elements. The location of the beads provides the 
size of the required image element. Resistors of different 
values are placed inside the beads to differentiate between 
beads representing different HTML elements. The Arduino 
then calls an API using the attached Wifi module and passes 
the type of the beads (image), the coordinates of the top-left 
corner of the image, as well as the size of that image as the 
parameters. The Web server receives this information and 
sends an event to the client browser to render an image of 
the given size and at the given location to the client browser. 
The image element is then rendered on the screen, with a 
stock image pulled using the Unsplash API [16], along with 
audio feedback stating that the image element was added at 
the specified location. 

One of the limitations of the current prototype tool is the 
size of the board and the screen area that can be represented 
at a time. Currently we are limited by the size of the 3D 
printers. The current version also does not support overlapping 
HTML elements because of the way the telescopic-extension 
constraints on the beads are built. Another limitation of this 
prototype is that it is focused on making the creation of new 
layouts easy but does not have a way to edit existing layouts. 
The prototype also does not support editing of content at the 
moment. 

CONCLUSION 
In this research, we present an exploratory attempt at design-
ing and developing a novel, accessible tool Sparsha that sup-
ports BVI to design visual layout using tangible user interface. 
We interviewed a blind graduate student and conducted a co-
design session with him to gain useful insights which formed 
the basis of the prototype. In the next steps, we plan to conduct 
a formal evaluation with BVI participants to understand its 
effectiveness, and then work on incorporating content addition 
and management as the next feature. 
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